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Abstract Comparative molecular surface analysis (CoMSA)
with robust IVE-PLS variable elimination if tested for the
benchmark CBG steroid series provides highly predictive RI
3D QSAR models, but failed however to model the activity of
sulforaphane (SP) activators of quinone reductase. The
application of the SP poses obtained from multipose molecular
docking to model the RD IVE-PLS CoMSA resulted in a
predictive form. This model indicated lipophilic potential as the
activity determinant. The individual molecular surface areas of
the highest contribution to the SP activity was identified and
visualized by CoMSA contour plots.
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Introduction

Quantitative structure activity relationship (QSAR) is an
approachmapping chemical structure to properties that should
convert molecular data to drugs by property prediction and
design. A significant development can be observed along the
last decades in this method. A traditional Hansch analysis
based on the logP and Hammett constant has been supple-
mented with 3D QSAR methods that can account for 3D
structure, conformational dynamics and finally receptor data
and solvation effects. However modeling interactions of
chemical molecules in biological systems still provides highly

noisy data, which makes activity predictions a roulette risk.
This can be classified as the data, superimposition, molecular
similarity, conformational, and molecular recognition noise
[1]. Molecular recognition uncertainty in traditional receptor
independent (RI) m-QSAR cannot be removed but by the
inclusion of the receptor data. However, modeling ligand-
receptor interactions is a complex computational problem,
which limited the development of the receptor dependent
(RD) m-QSAR. It is just recently that RD m-QSAR methods
became popular [2]. The idea started as early as the 90’ from
the application of the CoMFA – like molecular interaction
force filed (MIF) and the GRID method to investigate the
binding pockets of the receptors [3]. Further development
resulted in the RD 4D, 5D and 6D QSAR methods or
membrane interactions (MI) QSAR [4–8].

In the majority of applications 3D QSAR describes the RI
model sampled from the single conformation representations.
A 3D QSAR query in the Pubmed database provides 742 hits
(CoMFA - 772; CoMFA AND 3D QSAR 407). The latter
numbers illustrate the predominance of the CoMFA concept in
the ligand based multidimensional QSAR [2]. It is however
not only an advantage of the method but the availability of
the CoMFA software that decides that CoMFA outnumbers
other approaches. This has limited both the evaluation and
use of other QSAR methodologies [8] and a number of other
multidimensional descriptors can be used for modeling RI
and RD 3D QSARs [2].

Human NAD(P)H quinone oxidoreductase is an enzyme
overexpressed in a variety of solid tumors, which makes it
an interesting target for anticancer drugs. Quinone oxido-
reductase plays a protective antioxidant role being also
capable of bioactivation of a variety of prodrugs to their
cytotoxic species. Several novel inhibitor series of this
enzyme were reported recently [9]. A virtual screening
among the more than 700,000 molecule compound library
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was performed to identify the potential ligand of 1D4A
reductase. This docking approach resulted in the design of
novel active structures; however, no correlation between the
calculated and measured binding energies for the analyzed
compounds was observed [10]. Sulforaphanes (SPs) are
compounds activating quinone reductase enzyme closely as
the second phase of a detoxification. Thus, SPs can be
applied as chemopreventive agents and a number of
investigations have been reported for these compounds.
However, only few studies reported structure activity
relationships for the series, which indicates that sulforaphane
itself is the most potent inducer [11]. Previous experimental
studies failed to indicate the molecular basis for the SP
activatory activity [12, 13], which inspired us to investigate
this effect in silico using molecular docking. Although we
failed to correlate the SP activity to the docking scoring
functions, the application of the activator-enzyme complex
for the simulation of the reductase inhibition indicated an
interesting enhancement mechanism in which a formation of
the SP- reductase complex modifies binding cavity of the
enzyme exposing the TYR 128 residue for a further substrate
binding [14], which is a rare example of the manipulation of
the drug-enzyme complex for a simulation of a further
enzyme behavior. Similar modeling study has been described
for HIV-1 integrase [15].

We have described previously the comparative molecular
surface analysis (CoMSA) [16–24] which was then supported
by the robust variable elimination method [25]. This was
however used only in the traditional RI mode. In the present
paper we attempt to extend the application of CoMSA
method with iterative variable elimination (IVE-PLS) to the
RD modeling of the activatory activity of the series of SP
compounds interacting with quinone oxidoreductase. Since,
we modified here the original IVE-PLS method [16, 20] we
also tested the performance of the method during the
application to the benchmark CBG steroid series.

Data sets and methodology

Data sets

All compounds examined in the present study were
reported previously in the literature. The CBG steroid
benchmark series data, molecules s1-s31, were reported
according to reference [17]. The SP data, molecules r1-r10,
were extracted form refs. [11–13, 26]. The data is presented
in Tables 1 and 2, respectively.

Molecular modeling and docking

Molecular modeling was conducted using the Sybyl/Tripos
or CCG MOE software packages running on an Intel

Pentium based machine with the GNU/Linux CentOS
operating system. The initial geometry of CBG steroids
was optimized using standard Tripos force field (POWELL
method) with 0.005 kcal/mol energy gradient convergence
criterion and a distant dependent dielectric constant. Partial
atomic charges were calculated using the Gasteiger-Marsili
method implemented in Sybyl. The set was superimposed
by MATCH 3D program and as a superimposition template
compounds s6 were used. SPs were modeled using the
MOE software. The initial geometry was optimized using
the MMFF94x force field with 0.01 kcal/mol gradient
convergence criterion and the force field partial charges
were calculated.

Alternatively, compounds r1-r10 were modeled within
the receptor structure 1D4A PDB [27] using the MOE
docking protocol with the Alpha Triangle placement option
and the London dG scoring function. Missing hydrogen
atoms were added to the receptor structure and a titration to
the protonation state at pH 7.4 was performed. The
potential docking sites were identified using the Site Finder
procedure and the four mostly populated sites were used for
further docking. For each ligand 100 poses were saved
yielding overall 1000 poses, out of which 956 poses were
placed in the first potential site. Poses yielding the highest
score were chosen for further CoMSA analyses - one pose
per ligand. Molecule r4 for which the first three poses of
the highest scoring have been docked apart from the
bundle, was modeled in QSAR in the forth pose.

Comparative molecular surface analysis

Molecular shape descriptors in present work were calculat-
ed by grid formalism of the s-CoMSA method. Thus, each
3D molecular representation is placed in its own virtual
cubic grid and molecular surface is calculated, respectively.
The electrostatic (ep) and/or the lipophilic (lipo) potentials
are calculated for the points randomly sampled on the
molecular surface and a mean value of the potential
corresponding to the respective points found in each grid
cell (or other value) is used to describe this cell. Calculated
values are unfolded into vectors and vectors describing all
molecules of the series are aligned in to a matrix. Columns
corresponding to grid cells that are empty for all molecules
in the series are eliminated. The resulting matrix is used for
further calculations using the PLS and IVE-PLS methods.

Iterative variable elimination IVE-PLS method

IVE-PLS method is an iterative extension of the uninfor-
mative variable elimination (UVE-PLS) algorithm original-
ly proposed by Centner et al. [28] as a possible
improvement of the PLS procedure. The main idea of
UVE-PLS is to reduce the number of the redundant
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Table 1 Steroid structures and
the CBG affinity data [20]

a 5-α
b 5-β
c H instead Me at the C10
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SA SB SC

SD SE SF  

Nr S X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 CBG 

s1 SA           -6.279 

s2 SB OH H Ha H OH H     -5.000 

s3 SE OH OH H        -5.000 

s4 SC =O H =O    H H H H -5.763 

s5 SB H OH Ha H =O      -5.613 

s6 SC =O OH COCH2OH H   H H H H -7.881 

s7 SC =O OH COCH2OH OH   H H H H -7.881 

s8 SC =O =O COCH2OH OH    H H H -6.892 

s9 SE OH =O         -5.000 

s10 SC =O H COCH2OH H   H H H H -7.653 

s11 SC =O H COCH2OH OH   H H H H -7.881 

s12 SB =O  Ha H OH H     -5.919 

s13 SD OH OH H H       -5.000 

s14 SD OH OH H OH       -5.000 

s15 SD OH =O  H       -5.000 

s16 SB H OH Hb H =O      -5.255 

s17 SE OH COMe H        -5.255 

s18 SE OH COMe OH        -5.000 

s19 SC =O H COMe H   H H H H -7.380 

s20 SC =O H COMe OH   H H H H -7.740 

s21 SC =O H OH H   H H H H -6.724 

s22 SF =O OH COCH2OH OH       -7.512 

s23 SC =O OH COCH2OCOMe OH   H H H H -7.553 

s24 SC =O =O COMe H    H H H -6.779 

s25 SC =O H COCH2OH H   OH H H H -7.200 

s26 SCc =O H OH H   H H H H -6.144 

s27 SC =O H COMe OH   H OH H H -6.247 

s28 SC =O H COMe H   H Me H H -7.120 

s29 SCc =O H COMe H   H H H H -6.817 

s30 SC =O OH COCH2OH OH   H H Me H -7.688 

s31 SC =O OH COCH2OH OH   H H Me F -5.797 
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variables included in the final model. The UVE algorithm
based on the analysis of the regression coefficients
calculated by the PLS method. The PLS method allows
presenting the relation between the Y answer and the X
predictors in a form of

Y ¼ Xb � e ð1Þ
where b is a vector of the regression coefficients and e is
the vector of the errors. Thus, the UVE algorithm analyzes
a value of t called stability that is calculated on the basis of
the b coefficients of the PLS Eq. 1. The t score for the
variables is given by Eq 2:

t ¼ mean Bð Þ=std Bð Þ ð2Þ
where B is a matrix of b coefficients obtained during the
leave-one-out cross-validation procedure and mean and std
are mean and standard deviation values, respectively.

Then, only the variables of the “relative” high t-value are
included in the final PLS model. In order to estimate the
cutoff level, the artificial random number noise is created

(the level of the noise is 10–10 of the original variable order)
and added as additional columns into the matrix of the
original variables.

We have modified this procedure replacing a single step
procedure with the iterative algorithm, which is based on
the absolute value abs(mean(B)/std(B)) as a criterion to
identify variables to be eliminated. To distinguish this
procedure, we named this method as the iterative variable
elimination (IVE-PLS). This procedure includes the fol-
lowing steps:

1. Standard PLS analysis applied to analyze the matrices
yielded from the s-CoMSA procedure with the leave-
one-out cross-validation to estimate the performance of
the PLS model (q2),

2. Elimination of the matrix column of the lowest
abs(mean(B)/std(B)) value,

3. Standard PLS analysis of the new matrix without the
column eliminated in step 2,

4. Iterative repetition of the steps 1–3 to maximize the
LOO CV q2 parameter.

The detailed procedure for several IVE-PLS versions
was described in ref. [25] where several robust measures of
the mean operator in criterion 2 were tested. In the current
version we applied the robust IVE version which defines
the stability criterion by equation:

t ¼ median Bð Þ=iqr Bð Þ ð3Þ
where median and iqr are median value and interquartile
range respectively.

Unlike in standard PLS, in this method a number of PLS
components are usually truncated at an arbitrarily decided
level Amax that was always lower or equal to an optimal
number of latent PLS variables. Our experience indicates
that such a truncation allows one to obtain highly predictive
models. The detailed study on the influence of the number
of the truncation extent on the model quality can be found

Table 2 Sulforaphanes structures and reductase activation rate [11–
13, 26]

Nr/
name

Structure Activation
rate
A [μM/l]

Activation
rate
pA (-log A)

r1 CH3(CH2)5NCS 15 [11] -1.1761
r2 CH3(S=O)(CH2)4NCS 0.2 [11] 0.6989
r3 CH3(C=O)(CH2)NCS 0.2 [11] 0.6989
r4 CH3(CH2)3(C=O)

(CH2)4NCS
2.0 [11] -0.3010

r5 CH3(S=O)(CH2)3NCS 0.4 [11, 26] 0.3971
r6 CH3S(C=O)(CH2)4NCS 2.8 [26] -0.4472
r7 CH3O(C=O)(CH2)4NCS 2.8 [26] -0.4472
r8 N≡C(CH2)4NCS 2.0 [26] -0.3010
r9 CH3(S=O)(CH2)5NCS 1.6 [12, 13] -0.2041
r10 CH3(C=O)(CH2)4NCS 0.5 [12, 13] 0.3010

Fig. 1 The variable elimination IVE-PLS profile in the s-CoMSA modeling of the CBG steroid series by maximization of q2cv for the training set
s1-s21 (a) accompanied by the r2test (b) and SDEP (c) profiles for the test set s22-s31, details in text
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in reference [25]. The performance of the IVE-PLS method
without component truncation has been recently compared
by Grohmann to the performances of other robust PLS
methods [29].

We used the standard cross-validated PLS performances,
namely, q2cv, r

2
test and SDEP to measure the quality of the

PLS models [25]. Moreover, in the so called Y-randomiza-
tion procedure we further validated model quality. Thus, the
activity (Y answer) was randomly permuted in a series of
experiments and the whole IVE-PLS was repeated to
compare the resulted q2cv values of the pseudomodels with
this of the real model. In particular, we simulated here
1000 Y-randomized pseudomodels.

Drug design toolbox

The UVE and IVE procedures were programmed within the
MATLAB environment (MATLAB) and were included in
the drug design toolbox (DDT) developed in our group
[30]. DDT consists of two software layers. The first layer
performs all calculations and basic input – output oper-
ations including importing and exporting molecular data.
All first layer functions can be accessed by MATLAB
command line and can be easily linked to other MATLAB
functions and scripts. The second layer is a graphical user
interface. All calculations run by the second layer are
accomplished by appropriate first layer functions which can
be used as a stand alone command line toolbox. The
software is capable of importing and exporting molecular

data from/to mol2 Sybyl [31] and ctx CACTVS [32] files.
However, during calculations DDT operates its own
molecular format IQF (internal QSAR format). Similarly,
data resulted form QSAR modeling are stored in DDT
format, namely UQS (universal QSAR structure). Both
formats, IQF and UQS, are XML based and can be saved as
plain text files or in MATLAB binary format. Moreover, in
order to organize and simplify batch operations on huge
molecular data DDT can create special directories QDB
(QSAR data base) containing molecular series in IQF
formats. Such directories can be accessed by DDT batch
routines speeding up operations on huge molecular series.

The toolbox allows a generation of the van der Waals
molecular surfaces and a calculation of the electrostatic
potential. However, partial charges have to be calculated
using a third party software. There is the ALOGP [33]
method implemented and the lipophilic potential can also
be calculated using the Audry method [34].

Molecular descriptors can be calculated by grid (s-
CoMSA) and SOM (SOM-CoMSA) versions, though, the
freeware Kohonen SOM toolbox [35] is required to use the
latter method. DDT makes available several data prepro-
cessing protocols. Quantitative modeling can be realized by
PCR and PLS methods. Both UVE-PLS and the several
versions of IVE-PLS were implemented in DDT. A variety
of coloring maps are available for molecular visualization
and displaying CoMSA contour plots, as described in
previous publications [1, 16, 36, 37]. DDT can be down-
loaded as a freeware from our internet site [30].

Table 3 The performances of RI CoMSA modeling of the CBG steroid series

Entry Training /Test set Amax
q2cv SDEP r2test IVE-PLS Number of variables Initial/Final

q2cv SDEP r2test

1 s1-s21/s22-s31 1 0.92 0.75 -0.49 0.93 0.75 -0.47 919/593
2 s1-s12 s23–31 /s13-s22 1 0.68 0.47 0.83 0.71 0.41 0.87 919/245

Fig. 2 The variable elimination IVE-PLS profile in the s-CoMSA modeling of the CBG steroid series by maximization of q2cv for the training set
s1-s12 and s23-s31 (a) accompanied by the r2test (b) and SDEP (c) profiles for the test set s13-s22, details in text
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Result and discussion

RI s-CoMSA for the steroid benchmark series

The original data of the series of steroids complexing
corticosteroid binding globulin (CBG) come from publica-
tions by Mickelson et al. [38], Westphal [39], and Dunn et
al. [40]. Due to the rigid steroid skeleton, this series is used
in molecular design as a benchmark measuring the
performance of new methods. However, a number of early
publications analyzing these series include several errors
within the molecular structures [17, 24]. This was corrected
by Wagener at al. [41].

As reported in previous publications we distributed the
CBG steroids into the training s1-s21 and test sets s22-s31.
In Fig. 1 we presented the q2cv profile during IVE-PLS
s-CoMSA modeling with a number of PLS components

Fig. 3 The s-CoMSA contour plots for the CBG steroids s6 – high
affinity (a) and s13 – low affinity (b). Colors code a contribution of
molecular surface ep potential into a final IVE-PLS model. Blue
increases while red and yellow decreases the activity value. For more

clear illustration the additional data filter is applied to eliminate
variables of the lowest contribution, i.e., only 50% of the highest
contribution variables surviving IVE-PLS are shown

Table 4 The performances of RI and RD CoMSA modeling of the
reductase activation rate by SP compounds

Entry Model Amax
q2cv q2cv

a
Number of
variables
Initial/Final

1 RI s-CoMSA ep 3 -1.15 -0.72 671/316
2 RI s-CoMSA lipo 3 0.16 0.49 671/180
3 RD s-CoMSA ep 1 -0.73 -0.15 1074/188
4 RD s-CoMSA ep 2 -0.73 -0.01 1074/39
5 RD s-CoMSA ep 3 -0.73 0.01 1074/41
6 RD s-CoMSA lipo 1 0.33 0.66 1074/326
7 RD s-CoMSA lipo 2 0.33 0.67 1074/538
8 RD s-CoMSA lipo 3 0.33 0.77 1074/404

a with IVE-PLS

Fig. 4 The Y-randomization pseudomodels of the IVE-PLS RI s-
CoMSA of the SP series: Table 4 entry 2. The red dot indicates the q2cv
values for the correct activity model
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Amax truncated at 1 or 2, respectively. The method allowed
us to obtain a highly predictive model with q2cv amounting
to 0.93 (for molecules s1-s21) for Amax=1 with 593 out of
919 (ca. 65%) variables surviving the IVE-PLS data

elimination – see Table 3. This compares advantageously,
for example, to the Quasar model with q2cv amounting to
0.90 [42]. However, the predictive ability for the test set
molecules s22-s31 r2test amounts to -0.47. This indicates that
the model does not reach the predictive values for the test
set. The relationship plotted in Fig. 1b can be transformed
into the standard deviation of external predictions (SDEP)
error, which is shown in Fig. 1c. This reveals that the initial
SDEP value amounts to 0.75, which falls within the range
of the values described in the majority of publications,
where SDEP ranges from 0.7 to 0.8 [16, 17]. In particular
this significantly outperforms the CoMFA SDEP taking a
value of 0.837 [43]. Moreover, the robust CoMSA
architecture allowed the SDEP to decrease after IVE
variable elimination, i.e., at its minimal level to a value of
ca. 0.5. This decrease is however accompanied by the
decrease in the q2cv rate to a value of ca. 0.6.

The analysis discussed above illustrates a fact that the
distribution of the CBG within training and test sets that can
usually be found in the literature, is non-representative for the
analyzed structures and provides non-predictive models for
the test set compounds, which was first realized by Kubinyi.
Therefore, he recommended another training/test set distribu-
tion, namely, test set: s1-s12 and s23-s31/training set: s13-s22
[17]. After such a correction we obtained the IVE-PLS
CoMSA model described by q2cv amounting to 0.71 (Amax=
1) for molecules s1-s12 and s23-s31, and r2test ¼ 0:87 or

Fig. 5 SP compounds in the
molecular superimposition
poses resulted by docking sim-
ulation from the reductase 1DA4

Fig. 6 The variable elimination IVE-PLS profile in the s-CoMSA
modeling of the SP series. Colors code a value of Amax: blue 1; green
2 and red 3, respectively

J Mol Model (2009) 15:41–51 47



SDEP=0.41 for molecules s13-s22 with 27% variables
surviving the IVE-PLS elimination – see Table 3. The
detailed IVE-PLS CoMSA profiles are shown in Fig. 2. In
particular the q2cv of 0.71 significantly outperforms this of the
CoMFA q2cv that amounts to 0.454 [17].

However, to compare the models with those previously
reported in the literature we plotted in Fig. 3 these variables

that survive IVE-PLS with standard training/test steroid
s1-s21/s22-s31 distribution. This indicates the surface areas
deciding the activity of the CBG series. Generally, the
molecular surface sectors complies with those reported to
be important in the previous publications [16]. This
indicates the A and D steroid rings and substitutions as
those determining the activity – see Fig. 3.

Fig. 7 The Y-randomization pseudomodels of the IVE-PLS s-CoMSA of the SP series: Table 4 entries 6 (a), 7 (b) and 8 (c), respectively. The red
dots indicate the q2cv values for the correct activity models

Fig. 8 The RD s-CoMSA contour plots for the SP series r2 and r3 –
high affinity (a), r1 – low affinity (b). The reductase residues Tyr 128,
Gly 149, Gly 150, Met 154, Phe 232, Phe 236 are shown in gray.
Colors code a contribution of molecular surface lipo potential into a

final IVE-PLS model. Blue decreases while red increases the activity
value. For more clear illustration the additional data filter is applied to
eliminate variables of the lowest contribution, i.e., only 50% of the
variables having the highest contribution are displayed

48 J Mol Model (2009) 15:41–51



RI and RD CoMSA for chemopreventive sulforaphanes

Irrespective of the tested receptor independent superimpo-
sition modes, our efforts to model the RI s-CoMSA failed,
as shown in Table 4 – entries 1 and 2. Only non-predictive
models can be obtained and a value of 0.16 was the
maximal q2cv performance value which, however, improves
in IVE-PLS to a value of 0.49. A value of 0.49 is not high
enough to consider the model predictable. Since only ten
molecules were available in this study we performed
Y-randomization test to validate model quality, i.e., the Y
answers were permutated to take the random values [44].
This indicates a large chance of model overfitting, as shown
in Fig. 4. Thus, the q2cv parameter calculated for the model
with correct activity takes a value of 0.49 which is located
in the middle of the q2cv range of the Y-randomized
pseudomodels that oscillates from -0.60 to 0.87. Further
improvement of the model cannot be achieved. Thus, we
separated the SP compounds from the reductase receptor
data in the molecular superimposition poses determined by
docking simulation, as shown in Fig. 5 and use this for
modeling the RD s-COMSA. The results are shown in
Table 4, entries 3 to 8 and Fig. 6, 7, and 8. In Fig. 6 we
illustrated the IVE-PLS s-CoMSA profiles with different
Amax levels ranging from 1 to 3. This shows a steady
increase of the q2cv value up to ca. 800 – 1000 eliminated
variables depending upon the Amax value. In Fig. 7 we
presented histograms illustrating the results of the
Y-randomization tests. This indicated the predictive ability
of model 6 from Table 4 based on lipo for which q2cv
performance was higher than any of the q2cv parameters
calculated for the Y-randomized pseudomodels. Vice versa,
randomization does not change a low predictive ability of
the ep models (data not shown here). Thus, our study
indicated that lipohilic potential determines binding affinity
of the SPs to the quinone reductase.

It is worth mentioning, that IVE-PLS procedure truncat-
ed to a single component (Amax=1) allowed us to improve
the initial model from q2cv ¼ 0:33 to a final value of 0.66.
Figure 6 illustrates a profile of q2cv during the IVE-PLS data
elimination process. Although, the higher number of the
Amax allowed for the larger increase of the q2cv perform-
ances, the randomization indicates higher chances of model
overfitting, as compared in Fig. 7, which is an important
hint for the IVE-PLS Amax protocol.

In Fig. 8 we illustrated the CoMSA contour plots which
reveal the areas determining the high and low SP activatory
activity. Thus, high affinity r2 and r3 compounds (Fig. 8a)
are compared with the low activity molecule r1 (Fig. 8b).
Red surface areas increases the activity while blue tends to
decrease it. The most important determinants of activity
appear in the proximity of Gly 149, Gly 150, and Tyr 128
(left bottom part of Fig. 8a and b) distinguishing between

active and inactive compounds. Thus, hydrophobic inter-
actions for high activity molecules come into sight in these
locations (Fig. 8b). Vice versa, low activity analogues
indicates a completely different lipo profile in these areas,
as shown for compound r1 (Fig. 8a). The contour plots in
the proximity of Met 154 are less specific although high
lipophilic NCS functionality is not favorable in that area.
Instead the NCS group located near Phe 236 or Phe 232
seems to be advantageous for the high SP activity.

Conclusions

We described the comparative molecular surface analysis
with robust IVE-PLS variable elimination. This method is
tested for the benchmark CBG steroid series and provides
highly predictive RI models. The same method applied for
a series of SP activators of quinone reductase provided
nonpredictive RI models. However, the application of the
SP poses obtained from multipose molecular docking to
model the RD CoMSA IVE-PLS resulted in a predictive
form. Moreover, this indicated lipophilic potential as the
activity determinant. The individual molecular surface areas
of the highest contribution to the activatory activity was
identified and visualized by CoMSA contour plots which
reveal the areas determining compounds’ affinity. The
important hints can be concluded from the q2cv profiles
during variable elimination in IVE-PLS. Both for the CBG
steroid series and SP compounds the predictive ability of
the models depends upon the PLS latent variable truncation
level Amax. Thus, the lower this value is, the higher the
predictive ability of the model in the test set or a better
Y-randomization ratio will be observed.
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